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Abstract Motivation

A number of supercomputers on the TOP500 list use 3D Torus networks[1] (e.g. IBM's|* Technology developments in the storage and processing of data spurred the
BlueGene/L and BlueGene/P, and the Cray XT3). We benchmark the Torus network through|development of distributed computing with distributed compute-clusters and
appropriate performance metrics under different workloads using the ROSS(Rensselaer’s|supercomputers processing massive data

Optimistic Simulation System)simulator. We have studied the communication imbalance|® A Torus interconnect is a network topology for connecting processing nodes in a

generated by the common static single path routing in Torus interconnects parallel computer system
Torus Interconnect ROSS(Rensselaer’s Optimistic Simulation
* Network topology for connecting processing nodes in a parallel computer system System)

* In 3D Torus interconnect, the nodes are imagined in a three dimensional lattice in the
shape of a rectangular prism

* Each node 3D Torus interconnect is connected with its 6 neighbors, with corresponding
nodes on opposing faces of the array connected and higher dimension add another pair of
nearest neighbor connections to each node

Advantages

o High speed and low latency
o Linear scalability

o Switch-less configuration

o Avoids bottleneck

o Hardware cost reduction

o Less energy consumption

« Regular and hidden wiring
. Lower energy usage for communication Torus Interconnect in Blue Gene - IBM

Experiments & Results

* We ran experiments on 48 cores 250 GB ram machine with x86_64 architecture

e Used ROSS simulator in parallel optimistic mode

* Each server in the torus network communicates with its own pair. Server pairs are generated by Fisher—Yates shuffle algorithm
* Each server sends and receives 100 messages

 Parallel discrete-event simulator that executes on shared-memory multiprocessor
systems

* The synchronization mechanism is based on Time Warp[2,3,4]

* Collection of logical processes, each modeling a distinct component of the system
being modeled

* Works in 3 modes: Sequential , Parallel Conservative and Parallel Optimistic

CODES

* Accurate and highly parallel simulation toolkit for exascale storage and is built on
ROSS

* Divided into codes-base and codes-net.

* Codes-base is the utility library for construction of storage models

* Codes-net is collection of network interconnect models and shared abstraction
layer.
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* Demonstrate that multi-path dynamic routing could have positive impact on both the end-

to-end application performance as well as the aggregate system wide performance.

* Design and develop a monitoring framework to monitor the network state and indicate the (4]



