
Develop FusionProv, a distributed provenance 
management system based on FusionFS that 
offers excellent scalability and load balancing in 
exascale computing. 

Goal 
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§  FusionFS: a distributed file system designed for 
extreme-scales as the host filesystem 
o  Distributed metadata and data management 
o  Data locality and data indexing 
o  POSIX interface 
o  Scales up to 8K nodes 

§  ZHT: a zero-hop distributed hashtable as the 
storage system of provenance 
o  Scales up to 8K nodes 
o  Reliable persistent storage 
o  Light-weighted 

Building Blocks 
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Motivation 
Distributed file systems have so far proposed a 
central system for provenance collection, which 
becomes a performance bottleneck, especially for 
file systems meant for extreme-scales.  

FusionProv: Towards a provenance-aware distributed filesystem  

FusionProv Architecture 
q  FusionProv coexsits with 

FusionFS on each node 

q  In FUSE layer, FusionFS sends 
provenance to local FusionProv 
service 

 
q  Provenance is buffered locally, 

and stored in ZHT cluster when a 
series of continuous I/O 
operations are completed 

 
q  Clients can query provenance 

across ZHT cluster 
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Reuslts & Evaluation 

Provenance Collection 
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q Aggregate throughput at different scales 

q Query executing time at different scales 

q Provenance query sample 

Conclusion 
q Excellent scalability up to 1K nodes 
q Negligible overhead introduced by provenance 

capture 
q Almost constant time to query provenance at larger 

scale (with the same workload) 

q Single node throughput with I/O blocks size from 16KB to 128KB 


