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Performance on Blue Gene/P

Develop both theoretical and practical aspects of
building distributed files systems scalable to || » Metadata Ops/sec » Data Throughput
exascale supporting millions of nodes and billions e
of concurrent 10 requests
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Current architecture (I.e. compute nodes are
remotely connected to storage nodes) would —
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Performance on Amazon cloud and Linux cluster

2 Distributed fi . r » Amazon ml.medium instance > FusionFS vs. HDFS on Linux cluster
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