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Network performance is a critical aspect of 

high-performance computers, and improving 

its performance is a major goal in the design of 

future systems; this work proposes to improve 

network performance through new routing 

algorithms, leveraging the rich multi-path 

topologies of multi-dimensional torus networks 

commonly found in supercomputers built in 

the past fifteen years. Virtually all torus 

networks in production today utilize the 

dimension order routing algorithm, which is 

essentially a static and deterministic routing 

strategy to allow internode communication. We 

propose a new Random Distance Routing 

algorithm, which randomly distributes packets 

to different neighboring nodes that are closer to 

the destination, leading to a global load 

balanced network. Through the CODES/ROSS 

simulator, we show that the proposed 

randomized multi-path routing algorithm can 

increases throughput of a 5D-Torus network by 

1.6X, as well as reduce latency by 40%. 

Abstract

Motivation

• Dimensional Order Routing(DOR)

• Good average case performance doesn't load 

balance well.

Limitations Of some current methods – Load Balance and Locality

• Experiment Setup

- 20000 nodes      - Network setup:10x10x10x10x2     - Message Size:8 KB  

- Packet Size: 512 Bytes – Link Bandwidth : 2 GB

Results

Conclusion and Future Work

RDR increases performance of the network by 

randomly distributing data, and achieves a 

1.6X improvement in average case throughput. 

RDR reduces latency by 50% when compared 

with DOR in average case. RDR scales well 

with increasing number of nodes in the system. 

GOAL [8] seems to reduce latency when 

compared with DOR by 40% in worst case. 

RDR will perform much better since it 

achieves 50% in average case. Extensive 

comparison between GOAL and RDR will be 

done. We aim to improve on RDR by using 

network state for making routing decisions. 
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• Provide increase in performance without 

overhead.

• Provide better scalability than Dimensional 

Order Routing, and other existing algorithms, 

by load balancing traffic, using 

Randomization
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Exploring Randomized Multipath Routing On 5D Torus Networks

• A simplistic randomized multipath 

algorithm for multidimensional Torus 

Networks

• Comparison between RDR, DOR and 

Valiant routing

Contribution

• Random Order Routing(RDR)

• Balances load without loosing locality

• Valiant

• Good load balancing, but loses locality

• Link Utilization stats
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RDR

RDR(V):

1. If V = destination: - Stop

2. Mark neighboring node W as viable if

distance from W to destination is less.

3. Randomly select one of viable options.

Send packet to selected option, to process

using RDR (W)


