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SUMMARY 

Data driven programming models such as many-task computing (MTC) have been prevalent for 
running data-intensive scientific applications. MTC applies over-decomposition to enable distributed 
scheduling. To achieve extreme scalability, MTC proposes a fully distributed task scheduling 
architecture that employs as many schedulers as the compute nodes to make scheduling decisions. 
Achieving distributed load balancing and best exploiting data-locality are two important goals for the 
best performance of distributed scheduling of data-intensive applications. Our previous research 
proposed a data-aware work stealing technique to optimize both load balancing and data-locality by 
using both dedicated and shared task ready queues in each scheduler. Tasks were organized in queues 
based on the input data size and location. Distributed key-value store was applied to manage task 
metadata. We implemented the technique in MATRIX, a distributed MTC task execution framework. 
In this work, we devise an analytical sub-optimal upper bound of the proposed technique; compare 
MATRIX with other scheduling systems; and explore the scalability of the technique at extreme scales. 
Results show that the technique is not only scalable, but can achieve performance within 15% of the 
sub-optimal solution. Copyright © 2015 John Wiley & Sons, Ltd. 
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1.! INTRODUCTION 

Large-scale scientific applications are ushering in the era of big data such that task 
execution involves consuming and producing large volumes of input and output data 
with data dependencies among tasks. These applications are referred to as data-
intensive applications that cover a wide range of disciplines, including data analytics, 
bioinformatics, data mining, astronomy, astrophysics, and MPI ensembles [1]. The 
big data phenomenon has expedited the evolution of paradigm shifting from compute- 
centric model to data-centric one. 
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Scheduling data-intensive applications is dramatically different from scheduling 
the traditional high performance computing (HPC) MPI applications [54, 55, 66, 67], 
which are usually comprised of big tightly-coupled jobs with long durations, and the 
amount of jobs is not that many. A centralized batch scheduling system, such as 
SLURM [2], Condor [3], SGE [4], and Cobalt [5], may still work well at certain 
scales, as there wouldn’t be many scheduling decisions to make. Load balancing and 
data-locality are both trivial due to the global view of the centralized scheduler. On 
the contrary, more and more data-intensive applications are becoming loosely coupled 
in nature. They contain many small jobs/tasks (e.g. per-core) that have shorter 
durations (e.g. sub-second) and large volumes of data dependencies [1]. As systems 
are approaching billion-way concurrency at exascale [6], we argue that the data driven 
programming models will likely employ over-decomposition to generate more fined-
grained tasks than available parallelism. While over-decomposition has the ability to 
improve utilization and fault tolerance at extreme scales [7], it poses severe 
challenges on scheduling system to make fast scheduling decisions (e.g. millions/sec) 
and to be available, in order to achieve the best performance. These requirements are 
far beyond the capability of today’s centralized batch scheduling systems. 

The Many-task computing (MTC) [8] paradigm comes from the data driven model, 
and aims to address the challenges of scheduling fine-grained data-intensive 
workloads [9]. MTC applies over-decomposition to structure applications as Direct 
Acyclic Graphs (DAG), in which the vertices are small discrete tasks and the edges 
represent the data flows from one task to another. The tasks are embarrassingly 
parallel with fine granularity in both size (e.g. per-core) and durations (e.g. sub-
seconds to a few seconds). 

We have shown that the MTC paradigm will likely require a fully distributed task 
scheduling architecture (as opposed to the centralized one) that employs as many 
schedulers as the compute nodes to make scheduling decisions, in order to achieve 
high efficiency, scalability, and availability [10] for exascale machines with billion-
way parallelism [6]. As at exascale, each compute node would have 2 to 3 orders of 
magnitude more intra-node parallelism, and the MTC data-intensive workloads 
contain extremely large amount of fine-grained tasks. Therefore, there would need a 
scheduler on one “fat” compute node forming 1:1 mapping to make full utilization of 
the node. All the schedulers are aware of each other and receive workloads to 
schedule tasks to local executors. Therefore, ideally, the throughput would gain near-
optimal linear speedup as the system scales. Besides, failures only affect the tasks that 
are run on the failed nodes, and can be resolved by resubmitting the affected tasks to 
other schedulers for execution without much effort. 

The two important but conflicting goals of the distributed scheduling are load 
balancing and data-locality [10]. Load balancing [11] refers to distributing workloads 
as evenly as possible across all the schedulers, and it is important given that a single 
heavily loaded scheduler would lower the system utilization significantly. Data-
locality aware scheduling requires mapping a task to the node that has the input data. 
This aims to minimize the overheads of moving large volumes of data through 
network. To achieve dynamic load balancing, work stealing technique [12,13,14] was 
utilized such that the idle schedulers poll neighbors to balance their loads by 
migrating tasks from the overloaded schedulers. However, the action of moving tasks 
randomly regardless of the data-locality may incur significant data-transferring 
overhead. To best exploit data-locality, we need to map each task to where the data 
resides. This is infeasible because this mapping is an NP-complete problem [17], and 
is leading to poor load balancing due to the potential unbalanced data distribution. 
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To optimize between both goals, our previous work [10] proposed a data-aware 
work stealing (DAWS) technique that was able to achieve good load balancing and 
also tried to best exploit data-locality. Each scheduler maintained both dedicated and 
shared task ready queues that were implemented as max priority queues [18] based on 
the data size a task requires. Tasks in the dedicated queue were confined to be 
executed locally unless special policy was applied, while tasks in the shared queue 
may be migrated through work stealing among schedulers for balancing loads. A 
ready task was put in either queue based on the size and location of the required input 
data. A distributed key-value store (KVS) (i.e. ZHT [19, 62, 20, 21]) was applied as a 
metadata service to keep task metadata, including data dependency and locality 
information, for all the tasks. We implemented the technique in MATRIX [22, 64, 70], 
a MTC task execution framework, and evaluated up to 200 cores.  

This article makes the following new contributions that extend the previous 
work broader in scope and more in depth: 

(1)! Devise an analytical model to analyze the DAWS technique. This model gives 
a sub-optimal upper bound of the performance of the technique and helps us 
understand it in depth from a theoretical perspective. 

(2)! Compare the experimental results with those achieved through the analytical 
model, and explore the scalability of the technique through the model up to 
extreme scales of 128K cores. 

(3)! Add additional fine-grained task scheduling systems (Sparrow [23], CloudKon 
[24]) to the performance comparison, further showing the potential broader 
impact of the DAWS technique on the Cloud data centers. 

The rest of this article is organized as follows. Section 2 introduces the fully 
distributed scheduling architecture, the previously proposed data-aware work stealing 
technique, and the MATRIX task scheduling system. Section 3 devises an analytical 
model that gives a sub-optimal upper bound of the technique. Section 4 evaluates the 
technique through MATRIX using real applications, as well as benchmarking 
workloads. We list the related work in Section 5. Section 6 draws the conclusions and 
presents the future work. 

2.!LOAD-BALANCED AND LOCALITY-AWARE SCHEDULING 

This section introduces the fully distributed scheduling architecture, the proposed 
data-aware work stealing (DAWS) technique, and the implementation details of 
MATRIX. The bulk of this section is from the previous paper [10] with a shortened 
version, along with a couple of new added subsections. 

2.1.! Fully Distributed Scheduling Architecture 
We have shown that the MTC paradigm will likely require a fully distributed task 
scheduling architecture for exascale machines. The architecture is shown in Figure 1. 

The system has four components: client, scheduler, executor, and key-value store 
(KVS). Each compute node runs a scheduler, an executor and a KVS server. The 
client issues requests to generate a set of tasks, puts task metadata into KVS servers, 
submits tasks to all schedulers, and monitors the execution progress. The schedulers 
are fully connected, and map tasks to either the local or the remote executors, 
according to the location and size of the required data of the tasks. Whenever a 
scheduler has no ready tasks, it communicates with other schedulers to migrate ready 
tasks through load balancing techniques (e.g. work stealing). Each executor forks 
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several (usually equals to number of physical cores of a machine) threads to execute 
ready tasks concurrently. 

KVS$server

Scheduler

Executor KVS$server

Scheduler

Executor
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Figure 1: Fully distributed scheduling architecture 

A distributed key-value store (KVS), in our case the ZHT KVS [19, 25], is used to 
monitor the execution progress and to keep the metadata of all the tasks and system 
states in a distributed, scalable, and fault tolerant way. ZHT is a zero-hop persistent 
distributed KVS with each ZHT client having a global view of all the ZHT servers. 
For each operation (e.g. insert, lookup, remove) of ZHT server, there is a 
corresponding client API. The client calls the API, which sends a request to the exact 
server (known to the client by hashing the key) that is responsible for the request. 
Upon receiving a request, the ZHT server executes the corresponding operation. ZHT 
serves as a data management building block for extreme scale system software, and 
has been tested up to 32K cores on an IBM Blue Gene /P supercomputer [19]. 

Both the system clients and schedulers are initialized as ZHT clients. The system 
client inserts all the task metadata information to ZHT before submitting tasks to all 
the schedulers. The scheduler queries and updates the task metadata when scheduling 
tasks, and in the meanwhile, puts local state information (e.g. number of waiting, 
ready, and complete tasks, number of idle executing threads) to ZHT periodically and 
the system client keeps monitoring this information until all tasks are completed. 

2.2.! Data-Aware Work Stealing 
This section covers the proposed data-aware work stealing (DAWS) technique. We 
first describe the adaptive data-locality oblivious work stealing technique that aims to 
achieve load balancing. Then we put constraints on it to enable data-aware scheduling. 
2.2.1.!Adaptive Work Stealing 
Work stealing has been proven as an efficient load balancing technique at the 
thread/core level in shared memory environment [11, 26]. It is a pull-based method in 
which the idle processors randomly steal tasks from the overloaded ones. Our fully 
distributed scheduling system adopts work stealing at the node level in distributed 
environment. When a scheduler is idle, it randomly chooses some candidate neighbors. 
Then, it goes through all neighbors in sequential to query the “load information” 
(number of ready tasks), and tries to steal tasks from the most heavily loaded neighbor. 

When a work stealing operation fails because either none of the selected neighbors 
have ready tasks, or the reported tasks have been executed when the stealing happens, 
the scheduler waits for a period of time (polling interval) and then does work stealing 
again. We implemented an adaptive, exponential back-off polling interval strategy: 
The default polling interval is set to a small value (e.g. 1 ms). Once a scheduler 
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successfully steals tasks, it sets its polling interval back to the initial small value. 
Otherwise, the scheduler waits the time of polling interval and doubles it and tries to 
do work stealing again. Also, we set an upper bound to the polling interval. Whenever 
the value hits the upper bound, a scheduler would not do work stealing anymore. This 
aims at reducing the amount of failed work stealing at the final stage when there are 
rare tasks. 

The parameters of work stealing are the number of dynamic neighbors, the number 
of tasks to steal, and the polling interval. Our previous simulation work [13, 15, 16] 
studied the parameter space extensively and found the optimal configurations that can 
minimize the network communication overhead while achieving load balancing: the 
number of tasks to steal is half; the number of dynamic neighbors is square root of the 
number of all schedulers; and an exponential back-off polling interval strategy. 
2.2.2.!Data-Aware Work Stealing (DAWS) 
The adaptive work stealing technique is data-locality oblivious. This may incur 
significant data movement overheads for data-intensive workloads. We present the 
ideals that combine work stealing with data-aware scheduling. 
1)! Distributed KVS Used as a Meta-Data Service 
As distributed key-value store (KVS) has gained its popularity in serving as a building 
block for distributed system services [25, 61, 65], we apply ZHT (a distributed KVS) 
to store task metadata as (key, value) records for all the tasks. The key is task id, and 
the value is defined as the following data structure in Figure 2. The value includes the 
following information: the task status (e.g. queuing, being executed, and finished); 
data dependency conditions (num_wait_parent, parent_list, children); data locality 
information (data_object, data_size, all_data_size); task timestamps that record the 
times of different phases (e.g. submission, queued, execution, and end) of the task; 
and the task migrating history from one scheduler to another in the system. 

 
Figure 2: Task metadata stored in ZHT 

Job Submission: Before submitting an application workload DAG to the schedulers 
for scheduling, the client generates a task metadata (focusing on the 
“num_wait_parent” and “children”) for each task and inserts all the task metadata to 
ZHT. The task metadata will be updated later by the schedulers when task state 
changes. There are different mechanisms through which the client submits the tasks to 
the schedulers. The first one is the worst case, in which the client submits all the tasks 
to only one arbitrarily chosen scheduler. This is the worst case scenario from load 
balancing’s perspective. The tasks will be spread out among all the schedulers 
through the work stealing technique. The second one is the best case, in which the 
client submits all the tasks to all the schedulers through some load balancing method 

typedef  TaskMetaData { 
byte!status"     // the status of the task: queuing, being executed, finished    
int num_wait_parent;    // number of waiting parent 

  vector<string> parent_list;    // schedulers that run each parent task 
  vector<string> children;    // children of this tasks 
  vector<string> data_object;    // data object name produced by each parent 
  vector<long> data_size;    // data object size produced by each parent 
  long all_data_size;    // all data object size (byte) produced by all parents 
  List<long> timestamps;    // time stamps of a task of different phases 
  List<string> history;    // the provenance of a task, from one node to another 
} TMD; 
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(e.g. hashing the task ids among all the schedulers). In addition, the client is able to 
submit tasks to whatever groups of schedulers it wants to. 

Job Removal: The client can conduct the job removal easily when it decides to 
remove a task in a workload after submission. The client can simply lookup the task 
metadata from ZHT, and finds out where the task is at present ‒ the last scheduler in 
the history field of the task metadata. Then, the client sends a message to the last 
scheduler to request removing the task. After the scheduler receives the message, it 
deletes the task in one of the task queues (will explain later). If the removed task has 
not been finished (identified by the status field), the scheduler will need to remove all 
the tasks in the subtree rooted as the removed task, because these tasks are waiting for 
the removed task to be finished while this will never happen due to the removal. The 
scheduler can remove these tasks as follows: First, the scheduler queries ZHT for the 
children of the removed task. Then, for each task, it checks which scheduler is 
holding the task, and sends removal message to that scheduler. This procedure is 
continued until all the subtree tasks are removed. 
2)! Distributed Queues in Scheduler 
Each scheduler maintained four local task queues: wait queue (WaitQ), dedicated 
local ready queue (LReadyQ), shared work stealing ready queue (SReadyQ), and 
complete queue (CompleteQ) [68], as shown in Figure 3. These queues hold tasks in 
different states (stored as metadata in ZHT). A task is moved from one queue to 
another when state changes. With these queues, the system supports scheduling tasks 
with data dependencies specified by an arbitrary DAG. 
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Figure 3: Specification of task queues in a scheduler 

Figure 4 displays the flowchart of the execution procedure of a task, during which 
the task is moved from one queue to another. Initially, the scheduler puts all the 
incoming tasks from the client to the WaitQ. A program (P1 in Figure 3) keeps 
checking every task in the WaitQ to see whether the task is ready to run by querying 
the metadata from ZHT. The task metadata has been inserted into ZHT by the client. 
Specifically, only if the value of the field of “num_wait_parent” in the TMD is equal 
to 0 would the task be ready to run. When a task is ready to run, the scheduler makes 
decision to put it in either the LReadyQ or the SReadyQ, or push it to another node. 
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The decision making procedure is shown in the rectangle that is marked with dotted-
line edges in Figure 4. We will explain the decision making algorithm later. 

When a task is done, it is moved to the CompleteQ. Another program (P2 in Figure 
3) is responsible for updating the metadata for all the children of each completed task. 
P2 first queries the metadata of the completed task to find out the children, and then 
updates each child’s metadata as follows: decreasing the “num_wait_parent” by 1; 
adding current scheduler id to the “parent_list”; adding the produced data object name 
to the “data_object”; adding the size of the produced object to the “data_size”; 
increasing the “all_data_size” by the size of the produced data object. 

 
Figure 4: Flowchart of a task during the execution procedure 

3)! Decision Making Algorithm 
We explain the decision making procedure (the dotted-line rectangle in Figure 4) that 
decides to put a ready task in either the LReadyQ or the SReadyQ, or push it to 
another node, given in Algorithm 1. 

The SReadyQ stores the tasks that can be migrated to any scheduler for load 
balancing’s purpose (lines 1 – 13), the “load information” queried by work stealing is 
the length of the SReadyQ; these tasks either don’t need any input data or the 
demanded data volume is so small that the transferring overhead is negligible. The 
LReadyQ stores the tasks that require large volumes of data and the majority of the 
data is at the current node (lines 14 – 15); these tasks are confined to be scheduled and 
executed locally unless special policy is used. If the majority of the input data is large 
but at a different node, the scheduler then pushes the task to that node (lines 16 – 18). 
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When a scheduler receives a pushed task, it puts the task in the LReadyQ. The 
threshold t defines the upper bound of the ratio of the data-transferring overhead (data 
size divided by network bandwidth: net_band) to the estimated task execution length 
(est_task_length). The smaller t means the less tolerance of moving data: If t is 
smaller, in order to put the task in SReadyQ (meaning that the task can be migrated 
through work stealing technique and that moving the data is tolerable), the task’s all 
required data size (tm.all_data_size) needs to be smaller. This means less tolerance of 
moving a decent large amount of data. 
ALGORITHM 1. Decision Making to Put a Task in the Right Ready Queue 
Input: a ready task (task), TMD (tm), a threshold (t), current scheduler id (id), LReadyQ, SReadyQ, 
estimated length of the task in second (est_task_length) 
Output: void. 
1    if (tm.all_data_size / net_band / est_task_length <= t) then 
2        SReadyQ.push(task); 
3    else  
4        long max_data_size = tm.data_size.at(0); 
5        int max_data_scheduler_idx = 0; 
6        for each i in 1 to tm.data_size.size() - 1; do 
7            if tm.data_size.at(i) > max_data_size; then 
8                max_data_size = tm.data_size.at(i); 
9                max_data_scheduler_idx = i; 
10           end 
11       end 
12       if (max_data_size / net_band / est_task_length <= t); then 
13           SReadyQ.push(task); 
14       else if tm.parent_list.at(max_data_scheduler_idx) == id; then 
15           LReadyQ.push(task); 
16       else 
17           send task to: tm.parent_list.at(max_data_scheduler_idx) 
18       end 
19   end 
20   return; 

As we don’t know ahead how long a task will be running, we will need to predict 
the est_task_length in some ways. One method is to use the average execution time of 
the completed tasks as the est_task_length. This method works fine for workload of 
largely homogeneous tasks that have small variance of task lengths. For highly 
heterogeneous tasks, we can assume the task length conforms to some distributions, 
such as uniform random, Gaussian, and Gama, according to the applications. This can 
be implemented in our technique without much effort. Even though the estimation of 
the task length has deviation, our technique can tolerate it with the dynamic work 
stealing technique, along with the FLDS policy (will explain later). In addition, we 
have evaluated MATRIX using highly heterogeneous MTC workload traces that have 
34.8M tasks with the minimum runtime of 0 seconds, maximum runtime of 1469.62 
seconds, medium runtime of 30 seconds, average runtime of 95.20 seconds, and 
standard deviation of 188.08 [31], and MATRIX shows great scalability (results were 
presented in [24]).The executor forks configurable number (usually equals to number 
of cores of the node) of threads to execute ready tasks. Each thread first pops tasks 
from the LReadyQ, and then from the SReadyQ if the LReadyQ is empty. Both ready 
queues are implemented as max priority queue based on the data size. When 
executing a task, the thread first queries the metadata to find the size and location of 
the required data, and then collects the data either from local or remote nodes. If 
neither queue has tasks, the scheduler does work stealing, and puts the stolen tasks in 
the SReadyQ. 
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4)! Different Scheduling Policies 
We define four scheduling policies for the DAWS technique, specified as follows: 
a)! MLB: maximized load balancing 

MLB considers only the load balancing, and all the ready tasks are put in the 
SReadyQ allowing to be migrated. We achieve the MLB policy by tuning the 
threshold t in Algorithm 1 to be the maximum possible value (i.e. LONG_MAX). 
b)! MDL: maximized data-locality 

MDL only considers data-locality, and all the ready tasks that require input data 
would be put in the LReadyQ, no matter how big the data is. This policy is achieved 
by tuning the threshold t in Algorithm 1 to be 0. 
c)! RLDS: rigid load balancing and data-locality segregation 

RLDS sets the threshold t in Algorithm 1 to be somewhere between 0 and the 
maximum possible value. Once a task is put in the LReadyQ of a scheduler, it is 
confined to be executed locally (this is also true for the MDL policy). 
d)! FLDS: flexible load balancing and data-locality segregation 

The RLDS policy may lead to poor load balancing when a task that produces large 
volumes of data has many children. To avoid this problem, we relax the RLDS to the 
flexible FLDS policy that allows tasks to be moved from the LReadyQ to the 
SReadyQ under certain circumstance. We set a time threshold tt and use a monitoring 
thread to check the LReadyQ periodically. If the estimated running time (est_run_time) 
of the LReadyQ is above tt, the thread then moves some tasks to guarantee that the 
est_run_time is below tt. The est_run_time equals to the LReadyQ length divided by 
the throughput of the scheduler. Assuming 1000 tasks are finished in 10sec, the 
LReadyQ has 5000 tasks, and tt=30sec. We calculate the number of moving tasks: 
throughput=1000/10=100tasks/sec, est_run_time=5000/100=50sec, 20sec longer than 
tt. 20sec takes 20/50=40% ratio, therefore, 40%*5000=2000 tasks will be moved. 
5)! Write Locality and Read Locality 
The DAWS technique ensured the best write locality, and at the meanwhile, 
optimized the read locality. For write locality, every task writes the produced data 
locally. We had considered using ZHT as both a data and a task metadata service. 
However, it led to extreme difficulty in optimizing the data-locality as ZHT relies on 
consistent hashing to determine where to store the data. We also considered 
leveraging distributed file system (e.g. HDFS [27], FusionFS [28, 79, 80]) to manage 
the data, especially as FusionFS is optimized for write operations. We argue that the 
scheduling strategies are not affected by the actual method of data storage. We 
envision allowing data to be stored in a distributed file system as future work. 

Read locality was optimized by migrating a task to where the majority of data 
resides for large data volumes. For small data volumes, tasks are run on wherever 
there are available compute resources to maximize utilization. 
6)! Caching 
As in scientific computing, the normal pattern of data flows is write-once/ready-many 
(according to the assumption HDFS made in the Hadoop system [29]), we have 
implemented a caching mechanism to reduce the data movement overheads. In some 
cases, moving data from one node to another is inevitable. For example, if a task 
requires two pieces of data that are at different nodes, at least one piece of data needs 
to be moved. In a data movement, we cached the moved data locally at the receiver 
side for the future use by other tasks. This would significantly expedite the task 
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execution progress. As data is written once, all the copies of the same data would 
have the same view, and no further consistency management would be needed. 
7)! List of Short Terms 
To summarize and make it clear about the important short terms we use in this article, 
we list and explain them in Table 1 as follows. 

Table 1: List of important short terms 

Term Description 
KVS key-value stores 
WaitQ task waiting queue 
LReadyQ dedicated local task ready queue 
SReadyQ shared work stealing task ready queue 
CompleteQ task complete queue 
t a threshold defines the upper bound of the ratio of the data-transferring overhead to the 

estimated task execution length 
MLB maximized load balancing policy 
MDL maximized data-locality policy 
RLDS rigid load balancing and data-locality segregation policy 
FLDS flexible load balancing and data-locality segregation policy 
tt a time threshold to determine the number of tasks being moved from the LReadyQ to the 

SReadyQ for the FLDS policy 
DAWS Data aware work stealing 

2.3.! Fault Tolerance 
Fault tolerance refers to the ability of handing failures (e.g. nodes are down) of a 
system. The goal of designing fault tolerance mechanisms is at least twofold: one is 
that the system should still be operable under failures, the other one is that the system 
should handle the failures without drawing much attention of the users. Fault 
tolerance is an important design concern of efficient systems software, especially for 
exascale machines that have high failure rates. Our distributed scheduling architecture 
has the ability to tolerate failures with a minimum effort because of the distributed 
nature, and the fact that the schedulers are stateless with the ZHT key-value store 
managing the task metadata. When a compute node is down due to hardware failures, 
only the tasks in the scheduler’s queues, data files in the memory and persistent 
storage, and metadata in the ZHT server, of that particular node are affected, which 
can be resolved as follows. (1) First of all, a monitoring system software (MSS) could 
be applied, which detects the node failures by issuing periodic “heart-beat” messages 
to the nodes; (2) The affected tasks can be acknowledged and resubmitted to other 
schedulers by the clients. In the future, we will implement mechanism that can 
resubmit the affected tasks automatically without any user interaction. For example, 
the MSS will keep a copy of all the submitted tasks, and each scheduler can write the 
list of task ids of local unfinished tasks to ZHT. Whenever the MSS detects a failed 
scheduler, the MSS looks up the task ids of the unfinished tasks of the failed 
scheduler from ZHT, and then resubmit the corresponding affected tasks; (3) A part of 
the data files were copied and cached in other compute nodes when they were 
transmitted for executing some tasks. In the future, we will rely on the underneath file 
system to handle the affected files; (4) As ZHT is used to store the metadata, and ZHT 
has implemented failure/recovery, replication and consistency mechanisms, MATRIX 
needs to worry little about the affected metadata. 

2.4.! Implementation Details 
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We had implemented a MTC task execution framework, MATRIX, for scheduling 
data-intensive applications. MATRIX had the fully distributed scheduling architecture 
shown in Figure 1, and implemented the DAWS technique. MATRIX simply used 
ZHT as a black box through ZHT client APIs, ensuring easier maintainability and 
extensibility. MATRIX codebase was made open source on Github: 
https://github.com/kwangiit/matrix_v2. It had about 3K lines of C++ code 
implementing the MATRIX client, scheduler, the executor, and the DAWS logic, 
along with 8K lines of ZHT codebase, plus 1K lines of auto-generated code from 
Google Protocol Buffer [30]. MATRIX had dependencies on ZHT [19] and Google 
Protocol Buffer. 

3.!THEORETICAL ANALYSIS OF THE DAWS TECHNIQUE 

To understand the proposed DAWS technique in depth from a theoretical perspective, 
we give a theoretical analysis about the upper bound of the performance of the 
technique in terms of the overall timespan of executing a given data-intensive MTC 
workload. The theoretical analysis is a centralized algorithm that has a global 
knowledge of the system states (e.g. resource and task metadata), and aims to find the 
shortest overall timespan of executing a workload. 

The problem is modeled as follows. The workload is represented as an direct 
acyclic graph (DAG), ! = #, % , along with several cost functions. Each vertex 
&' & ∈ #'  is a task, which takes )*+*, &  unit of execution time and generates an 
output of data with size - & . Assume that each ready task & gets queued to wait 
)./012 &  unit of time on average before being executed. The value of )./012 &  is 
directly related to the compute node that runs the task & and the individual task 
execution time. This is because a compute node has certain amount of processing 
capacity that can execute a limited number of tasks in parallel. The processing 
capacity is usually measured as the number of idle cores. We evaluate the )./012 &  
of task & as the average task waiting time of all the tasks on one node to release 
some time constraints, with the following estimation. 

Assuming on average, every core of a compute node gets 3 tasks that have an 
average execution time of 4. Therefore, the 5th task needs to wait 5 − 1 ×4 time 
before being executed. Thus, the )./012 &  on average is: 

)./012 & =
5 − 1 ×49

:;<

3
=

3 − 1 ×4

2
'''' 1  

Define the time taken to move - &  size of data to another compute node running 
a task >  that requires the data is )?@A020 &, >  unit of time. )?@A020 &, > =
- & B &,> , in which B &,>  is the data transfer rate between the two compute 
nodes that run tasks & and >, respectively. For any arc C& ∈ %, it represents that 
task C is the parent of task &, meaning that task & requires the data output of task 
C. The parents of a task & is notated as D & = C|C& ∈ % . 

Generally, there are two categories of locations where a task could be scheduled. 
One is on the compute node that is different from all the compute nodes that ran the 
task’s parents (case 1). In this case, the data items that are generated by all the parents 
need to be transmitted, and we assume that the task itself is not moved. The other one 
is on one of the compute nodes that ran at least one of the task’s parents (case 2). In 
this case, the data items that are generated by all the other parents that were run on 
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different compute nodes need to be transmitted, and we assume that the task itself is 
also moved.  

We define the problem of getting the minimum timespan of executing a given data-
intensive MTC workload as follows: 
•! Define )*F &  as the earliest finishing time of task &. 
•! The problem is to find out the largest )*F & , & ∈ #, which is the overall 

timespan of finishing a given workload. 
•! Define the time taken to move a task & from one node to another that runs 

task >  (a parent of task & ) is )?@20G9 &, > , and )?@20G9 &, > =
HIJK(&)/B(&, >), in which, HIJK(&) is the size of the task specifications. 

We summarize the mathematical notations of the system in Table 2. Then, we 
devise the following recursive formulas to compute )*F & :  

)*F & = min )*F
R & , )*F

RR & + )*+*, &  

)*F
R & = max

V∈W @
)*F C + )?@A020 C, & + )./012 &  

)*F
RR & = min

V∈W(@)
max
/∈W @

)*F > + )?@A020 >, C + )?@20G9 &, > +')./012 &  

In the formulas, )*F� &  is for case 1, and )*F�� &  is for case 2. Given an 
application workload that is represented as ! = #, %  and the cost functions, as 
)*+*, & , - & , B C, & , HIJK(&), C ∈ #, & ∈ #, C& ∈ %  are given, and )./012 &  of 
each task is computed through equation 1 , we could use dynamic programming to 
calculate )*F &  for all the tasks starting with the tasks that have no parents. The 
biggest )*F &  is the earliest time to finish the whole workload. 

Table 2: Mathematical notations of the system 

Notations Descriptions 
X = Y, Z  A workload DAG, # represents the tasks, and % represents the data dependencies 
[, \, ] Arbitrary task, C, &, >' ∈ # 
^_`_a \  The execution time of task & 
b \  The data output size of task & 

cde_ \  The size of the specification of task & in bytes 
^f]gd^ \  The waiting time of task & in the ready queue before execution 

h The average number of task per core 
i The average task execution time 

^j\bg^g \, ]  The time taken to move - &  size of data generated by task & to task > 
^j\^gch \, ]  The time taken to move task & to the node that runs task > 
k \,]  The network bandwidth between two nodes that run task & and task >, respectively 
l \  The parents of task & 
^_m \  The earliest finishing time of task & 

Assuming that the number of tasks is n, and every task has o parents on average, 
the time complexity of the algorithm is Θ nop . The op comes from the computation 
of )*FRR & , during which for all the o possible locations of running the task, we 
need to wait until the data of the last finished parent arrives (the other o). In reality, 
o is always much smaller than n. The memory complexity is Θ n , as we need to 
memorize the values of )*F &  and - &  of all the tasks in tables for looking up. 

This analysis gives a sub-optimal lower bound of the overall timespan 
(performance upper bound) of executing a workload DAG. We call it sub-optimal, 
because for a task, the solution above just considers one step backwards (parents). 
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This doesn’t consider the situation of scheduling a task to where the grand-parents or 
grand-grand-parents were scheduled, which will eliminate unnecessary data 
movements. However, finding an optimal solution is an NP-hard problem. 

We will show how close our DAWS technique can achieve in performance 
comparing to the theoretical sub-optimal upper bound in the evaluation section. 

4.!EVALUATION 

In this section, we present the performance evaluation of the DAWS technique. We 
include and shorten a part of the evaluation results from the previous work [10], 
including comparing MATRIX with the Falkon [32] centralized data-aware scheduler 
using two scientific applications; comparing different scheduling polices; and running 
MATRIX with benchmarking workloads. We add many more new evaluation results 
that enable us better understanding of the efficiency and performance of the DAWS 
technique, including some new visualization results of running MATRIX with the two 
applications; theoretical analysis results up to extreme scales; and comparison results 
of MATRIX with Sparrow [23] and CloudKon [24].   

MATRIX was run on the Kodiak cluster from the Parallel Reconfigurable 
Observational Environment (PROBE) [33] of Los Alamos National Laboratory. 
Kodiak has 500 nodes and each node has two AMD Opteron (tm) processers 252 
(2.6GHZ) and 8GB memory. We run experiments up to 100 nodes (200 cores), 
similar to the Falkon data-diffusion work [34, 35] we compared with.  

The performance metrics used in our evaluations include Average Time per stack 
per CPU, Efficiency, Utilization, and Throughput, which are defined as follows: 

Average Time Per Task Per CPU defines the average time of executing a task from 
one CPU’s perspective. Ideally, each CPU would process tasks sequentially without 
waiting for ready tasks. Therefore, the ideal average time should be equal to the 
average task length of all the tasks. In reality, the average time should be larger than 
the ideal case, and the closer they are the better. For example, assuming it takes 10sec 
to run 2000 tasks on 100 cores, this means 2 tasks-per-sec-per-cpu (2000/10/100) on 
average. The “Average Time Per Task Per CPU” is then 1/2=0.5sec. This metric is 
from the Falkon Data-Diffusion paper [30] for fair comparison. 

Efficiency refers to the proportion of time that the system spends on executing tasks. 
The system spends other time on doing network communications, such as moving 
data, moving tasks, doing work stealing. Efficiency also reflects the overall system 
utilization and the higher the better. It is calculated as the ideal time (production of the 
average task length and the average task per CPU) of finishing a workload dividing 
the actual time of finishing the workload. 

Utilization is an instant metric that measures the ratio of busy CPUs out of all 
CPUs. Utilization is usually useful when doing visualization for the system state. 

Throughput measures how fast the scheduling framework is able to execute tasks. 
It is calculated as the average number of tasks finished during a time period (e.g. sec, 
min, hours, and day). The throughput metric is useful for evaluation of the 
performance of short-duration (e.g. sub-second) tasks. 

4.1.! Evaluations of Scientific Applications 
We compare MATRIX with the Falkon centralized scheduler using two scientific 
applications: image stacking in astronomy [34] and all-pairs in biometrics [35]. 

4.1.1.! Image Stacking in Astronomy 
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This application conducts the “stacking” of image cutouts from different parts of the 
sky. The procedure involves re-projecting each image to a common set of pixel planes, 
and then co-adding many images to obtain a detectable signal that can measure their 
average brightness/shape.  

The workload includes many parallel tasks with each one fetching an individual 
ROI object in a set of image files, and an aggregation task that collects all the outputs 
to obtain a detectable signal. In our experiments, each task required a 2MB file (after 
compression), executed 158ms and generated 10KB output data. The locality number 
referred to the ratio of the number of tasks to the number of files. The numbers of 
tasks and files of each locality number were given in [34]. 

We ran experiments up to 200 cores for all locality values. The MDL policy was 
applied, as 2MB of data was large. We compared the DAWS technique implemented 
in MATRIX with Falkon data diffusion at 128 cores (the largest scale the data 
diffusion ran). The results are shown in Figure 5 (a). “GZ” meant the files were 
compressed while “FIT” indicated the files were uncompressed. In the case of GPFS, 
each task read its required data from the remote GPFS parallel file system. Data 
diffusion first read all the data from GPFS, and then cached the data in the memory 
for centralized data-aware scheduling of all the tasks. MATRIX read all the data from 
the GPFS parallel file system, and then randomly distributed the data files to the 
memory of all the compute nodes. The MATRIX client submitted tasks to all the 
schedulers in the best case scenario. The schedulers applied the DAWS for distributed 
data-aware scheduling of all the tasks. In all cases, the time taken to finish the 
workload was clocked before the data was copied into the system, continued while the 
tasks were loaded into the schedulers, and then kept going until all tasks were finished.  

  
 

Figure 5: Evaluations using the Image Stacking application 

We see that at 128-core scale, the average task running time of our DAWS 
technique kept almost constant as locality increases, and was close to the ideal task 
running time (158ms). This is because the files were uniformly distributed over all 
compute nodes. The only overhead came from the schedulers making decisions to 
migrate tasks in the right spots. When locality was small, the data diffusion (GZ) 
experienced large average time, which decreased to be close to the ideal time when 
locality increased to 30, because data was initially kept in a slower parallel file system 
that needed to be copied to local disks. When locality was low, more amount of data 
accesses from the file system was required. The average times of GPFS (GZ) and 
GPFS (FIT) almost remained at a high constant value regardless of locality, due to the 
fact that data was copied from the remote GPFS upon every data access. 
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We show a visualization graph of MATRIX at 200 cores for locality 30 in Figure 5 
(b). The utilization is calculated as the ratio of the area of the red region to that of the 
green region. We see there is a quick ramp-up period, after which the load is balanced 
across all the compute nodes. There is also a relatively long tail ramp-down period in 
the end when there are few tasks remaining, which is because with the MDL policy, 
no work stealing happened leading to poor load balancing in the end. But MATRIX 
can still achieve 75% utilization at 200 cores with fine-grained tasks (158ms). 

4.1.2.!All-Pairs in Biometrics 
All-Pairs [35] describes a category of data-intensive applications that conduct a new 
function on two sets, A and B. For example, in Biometrics, it is important to find the 
covariance of two gene sequences by comparing piece with piece of the gene codes.  

This workload included all independent tasks and every task executed for 100 ms 
to compare two 12MB files with one from each set. There were 500 files in each set, 
and we ran strong-scaling experiments up to 200 cores with a total of 500*500=250K 
tasks. As a task needed two files that may locate at different nodes at the worst case, 
one file may need to be transmitted. We used the FLDS policy. In the end (80% of the 
workload is done), we set tt=20 sec, which was doubled when successfully moving 
ready tasks from the LReadyQ to the SReadyQ. 

  
 

Figure 6: Evaluations using the all-pairs application 

We compared MATRIX DAWS technique with Falkon data diffusion [35] at 200 
cores, and Figure 6 (a) shows the results. The “active storage” term [36] meant all the 
files were stored in memory. For 100-ms tasks, our DAWS technique improved data 
diffusion by 10.9% (85.9% vs 75%), and was close to the best case using active 
storage (85.9% vs 91%). This is because data diffusion applied a centralized index-
server for data-aware scheduling, while our DAWS technique utilized distributed 
KVS, which was much more scalable. It was also worthy to point out that without 
harnessing data-locality (Best Case parallel file system), the efficiency was less than 
20%, because all the files needed to be transmitted from the remote file system. 

Although it is quite obvious that caching the data in the receiver’s memory will 
usually be helpful to applications that have the write-once/ready-many pattern, we 
show the effect of caching of the FLDS policy for the all-pairs application in Figure 7. 
We see that without caching, the FLDS policy is only able to achieve less than 50% 
efficiency at 200-core scales. This is because all the files are uniformly distributed 
and each task requires two files, therefore, from the probability’s perspective, about 
half of the tasks need to move data. With caching turned on, we record the cache-hit 
rate, which shows as high as above 80%. This helps significantly and contributes to 
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85%+ efficiency. However, we shouldn’t conclude to always caching everything, 
because memory size is limited. Besides, depending on the access patterns, the cached 
data may never be reused. In the future, we will explore cache eviction mechanisms. 

 
Figure 7: Comparison between Caching and No-Caching 

4.1.3.!Comparisons of Different Scheduling Policies 
We compared three scheduling polices using the all-pairs workloads, MLB, MDL, and 
FLDS, up to 200 cores with the results shown in Figure 6 (b).  

As we expected, the MLB policy performed the worst, because it considered only 
load balancing and the required data was so large that transmitting it took significant 
amount of time. The MDL policy performed moderately. From the load balancing’s 
perspective, MDL did quite well except for the ending period. Because it did not allow 
work stealing and loads might be imbalanced at the final stage leading to a long-tail 
problem. The FLDS policy was the best, because it allowed the tasks being moved 
from the LReadyQ to the SReadyQ as needed. This was helpful at the final stage when 
many nodes were idle while a few others were busy.  

To justify our explanation, we show the utilization figures of the FLDS and MDL 
policies in Figure 8. The utilization is the percentage of the area of red line to that of 
the green line. We see that both utilizations are quite high. The MDL policy has some 
long tail end where the utilization drops, while the FLDS policy does not exhibit this. 
Both policies have an initial ramp-up stage, during which one file (12MB) required by 
a task may be transferred. The transferred files are cached locally for future use. After 
that, because the number of files is relatively small (1000 in total), each compute node 
is able to cache enough files that could satisfy most of future tasks locally. 

   
 

Figure 8: Utilization graph of the FLDS and MDL policies at 200 cores 
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The conclusions are: for applications in which each task requires large amount of 
data (e.g. several Megabytes), the FLDS policy should always be the first choice; 
Unless the tasks require extremely large data that can easily saturate the networking, 
the MDL policy should not be considered; The MLB policy should only be used when 
tasks require small data pieces; The RLDS policy is preferable when the required 
data pieces have a wide distribution of size (from few bytes to several Megabytes). 
Besides, MATRIX is able to change policies at runtime as explained later. 

4.2.! Evaluations of Benchmarking Workload DAGs 
This section aimed to evaluate MATRIX with the DAWS technique using more 
complex benchmarking workload DAGs, namely Bag of Task (BOT), Fan-In, Fan-
Out and Pipeline, which are represented in Figure 9 (a). BOT included independent 
tasks without data dependencies and was used as a baseline; Fan-In and Fan-Out were 
similar but with reverse tree-based shapes, and the parameters were the in-degree of 
Fan-In and the out-degree of Fan-Out; Pipeline was a collection of “pipes” and in 
each pipe, a task was dependent on the previous one. The parameter was the pipe size, 
referring to the number of tasks in a pipe. 
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Figure 9: Evaluations using benchmarking workload DAGs 

4.2.1.!Representative Applications of the Benchmarking Workload DAGs 
After studying the workload patterns of a category of MTC data-intensive 
applications using the Swift workflow system [44], we summarize the four 
benchmarking workload DAGs that are representative and cater to the data-flow 
patterns of different applications. Some applications display a single type of workload 
DAG pattern, while others have a combination of several workload DAG types, out of 
the four DAGs.  

For example, the All-Pairs application in Biometrics is an example of the BOT 
workload DAGs, in which, the tasks are independent and every task requires two 
input files with each one coming from individual set. The Image Stacking application 
in Astronomy has a two-layer Fan-In DAG data-flow pattern. The top layer includes 
many parallel tasks with each one fetching an individual ROI object in a set of image 
files, and the bottom layer has an aggregation task that collects all the outputs to 
obtain a detectable signal. The workload DAGs of both applications were shown in 
[10]. The molecular dynamics (MolDyn) application in Chemistry domain aims to 
optimize and automate the computational workflow that can be used to generate the 
necessary parameters and other input files for calculating the solvation free energy of 
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ligands, and can also be extended to protein-ligand binding energy. Solvation free 
energy is an important quantity in Computational Chemistry with a variety of 
applications, especially in drug discovery and design. The MolDyn application is an 
8-stage workflow. At each stage, the workload data flow pattern is either a Fan-Out or 
Fan-In DAG. The workload DAG was shown in [46]. The functional magnetic 
resonance imaging (fMRI) application in the medical imaging domain is a functional 
neuroimaging procedure that uses MRI technology to measure the brain activities by 
detecting changes in blood flow through the blood-oxygen-level dependent (BOLD) 
contrast [47]. In Swift, an fMRI study is physically represented in a nested directory 
structure, with metadata coded in directory and file names, and a volume is 
represented by two files located in the same directory, distinguished only by file name 
suffix [48]. The workload to process each data volume has a 2-pipe pipeline pattern, 
and each pipe consumes one file. The dominant pipeline consists of 12 sequential 
tasks. Figure 10 shows the workload DAGs of both one volume and ten volumes. 

             
 

Figure 10: Workload DAGs of the fMRI applications 

4.2.2.!Evaluation Results!
MATRIX client can generate a specific workload DAG, given the input parameters 
such as DAG type (BOT, Fan-In, Fan-Out, and Pipeline), DAG parameter (in-degree, 
out-degree, and pipe size). Table 3 gives the experiment setups, which were the same 
for all the DAGs: the executor had 2 executing threads with each one executing 1000 
tasks on average (a weak-scaling configuration); the tasks had an average running 
time of 50ms (0 to 100ms) and outputted an average data size of 5MB (0 to 10MB), 
both were generated with uniform random distribution; we set the threshold t to 0.5, a 
ratio of 0.5 of the data-transferring time to the task running time, the time threshold tt 
of the FLDS policy to 10 sec, and the polling interval upper bound to 50 sec; the DAG 
parameters (in-degree, out-degree and pipe size) were set to 10. 

Table 3: Experiment Setup 

Workload Parameters DAG Parameters FLDS Policy Parameters 
No. task 
per core 

Task average 
length (ms) 

Task average data 
output size (MB) 

Fan-Out 
degree 

Fan-In 
degree 

Pipeline 
pipe size 

T tt 
(sec) 

Polling interval 
upper bound (sec) 

1000 50 ([0, 100]) 5 ([0, 10]) 10 10 10 0.5 10 50 

Figure 9 (b) shows the results of scheduling all the DAGs in MATRIX using the 
FLDS policy up to 200 executing threads. BOT achieved nearly optimal performance 
with the throughput numbers implying a 90%+ efficiency at all scales. This is because 
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tasks were run locally without requiring any data. The other three DAGs showed great 
scalability, as the throughput was increasing linearly with the scale. Comparing the 
three DAGs with data dependencies, Pipeline showed the highest throughput, because 
each task needed at most one data from the parent. Fan-Out experienced a long ramp-
up period, as at the beginning, only the root task was ready to run. As time increased, 
more tasks were ready resulting in better utilization. Fan-In DAG was the opposite. At 
the beginning, tasks were run fast, but it got slower and slower due to the lack of tasks, 
leading to a long tail that had worse effect than the slow ramp-up period of Fan-Out. 

MATRIX showed great scalability running the benchmarking workload DAGs. In 
addition, MATRIX is able to run any arbitrary DAG, in addition to the four examples. 
4.2.3.!Explore Scalability through Theoretical Sub-optimal Solution 

We have shown that the DAWS technique has great performance for the MTC data-
intensive workloads at moderate scales. The questions to ask are what the quality of 
the results achieved with the DAWS technique is, and how scalable the technique is. 
We measure the quality by comparing the experimental results with those achieved 
through the analytical sub-optimal solution that we have devised in section 3. The task 
running time )*+*, &  , waiting time )./012 & , task size HIJK(&), and the size of 
the output data - &  for each individual task are set the same as the workloads used 
in MATRIX. We also scale the sub-optimal solution up to 128K cores, showing the 
potential scalability of the DAWS at extreme scales. 

We apply dynamic programming to calculate the earliest time ()*F & ) to finish a 
task. The earliest finishing time of the last task is the overall timespan to finish all the 
tasks, and we compute the throughput based on this. We first compare the 
experimental results of MATRIX with those of the analytical sub-optimal solution for 
the four benchmarking workloads up to 200 cores, shown in Figure 11.  

 
Figure 11: Comparison between MATRIX and the analytical sub-optimal solution 

The solid lines are the results of MATRIX, the round dotted lines represent the 
results achieved from the sub-optimal solution (Theory), and the dash dotted lines 
show the ratio of the experimental results to those of sub-optimal solutions. The 
results of BOT, Pipeline, Fan-Out and Fan-In are interpreted with the colors of blue, 
red, green, and black, respectively. We see that for all the workloads at different 
scales, our DAWS technique could achieve performance within 15% compared with 
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the analytical sub-optimal solution. This relatively small percentage of performance 
loss indicates that the DAWS technique has the ability to achieve performance with 
high quality (85%+). 

In order to highlight the numbers, we list the average percentage of performance 
that can be achieved through the DAWS technique for all the workloads in Table 4. 
We see that for the BOT workload, our technique works almost as good as the sub-
optimal solution with a quality percentage of 99%, due to no data movement. For the 
other three workloads, the DAWS technique achieves about 85.7% of the sub-optimal 
for Fan-Out, 88.2% of the sub-optimal for Pipeline, and 90.6% of the sub-optimal for 
Fan-In, on average. The reason that the Pipeline and Fan-Out DAGs show bigger 
performance loss when comparing with the Fan-In DAG is because the former two 
DAGs have worse load balancing. For Fan-Out, every task (except for the leaf tasks) 
produces data of 5MB on average for 10 children, which may end up be run on the 
same node as their parent for minimizing the data movement overhead, leading to 
poor load balancing. Our FLDS policy mitigates this issue significantly. The same 
situation happens for the Pipeline DAG, but is less severe, because every task has 
only one child. However, the DAWS technique, configured with the FLDS policy, is 
still able to achieve 85.7% and 88.2% of the sub-optimal solution for the Fan-Out and 
Pipeline DAG, respectively, which demonstrate the high-quality performance. 

Table 4: Average percentage of achieved performance comparing to the sub-optimal solution 

Workloads BOT Pipeline FanOut FanIn 
Percentage of sub-optimal 99.139636% 88.238118% 85.690323% 90.605218% 

To explore the scalability of the fully distributed scheduling architecture and the 
DAWS technique, we compute the throughputs of the four benchmarking workloads 
with the theoretical solution, up to 128K cores. The configurations of all the 
workloads are as the same as shown in Table 3. The results are illustrated in Figure 12. 

 
Figure 12: Computing with the theoretical sub-optimal solution up to 128K-core scale 

For the four benchmarking workloads, the theoretical solution shows the same 
relative throughput results as MATRIX: BOT performs the best, and the second best 
is Pipeline, followed by Fan-Out, with Fan-In performing the worst. These results 
further justify our explanations of the MATRIX results in section 4.2. The throughput 
trends with respect to the scale indicate that the theoretical solution has great 
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scalability for all the workloads. At 128K-core (128M tasks) scale, the solution 
achieves extremely high throughput of 2.33M tasks/sec for BOT, 1.85M tasks/sec for 
Pipeline, 1.16M tasks/sec for Fan-Out, and 852.15K tasks/sec for Fan-In, respectively. 
These throughput numbers satisfy the scheduling needs of MTC data-intensive 
applications towards extreme scales. The trend is likely to hold towards million-core 
scales, and we will validate in the future. Since we have shown that the DAWS 
technique achieves performance within only 15% of the theoretical sub-optimal 
solution, we believe that the technique has the potential of the same scalability 
towards extreme scales. 

The conclusion we can draw from this section is that the DAWS technique is not 
only able to achieve high quality performance results that are close to the bounded 
sub-optimal results within at most 15% performance loss, but has the potential to 
scale up to extreme scales for the data-intensive MTC workloads. 

4.3.! MATRIX vs. Sparrow and CloudKon 
Our last sets of experiments are comparing MATRIX with the other state-of-the-art 
fine grained task scheduling systems that are targeting loosely-coupled parallel 
applications. Examples are Sparrow [23] and CloudKon [24]. We show the 
preliminary results of comparing MATRIX with both of them using BOT workloads. 
These comparisons aim at giving hints of how better MATRIX can achieve than 
others, and showing the potential broader impact of our technique on the Cloud data 
centers. We will compare using more complex workload DAGs in the future. 

Sparrow [23] is a distributed scheduling system that employs multiple schedulers 
pushing tasks to workers (run on compute nodes). Each scheduler has a global view of 
all the workers. When dispatching tasks, a scheduler probes multiple workers (based 
on the number of tasks) and pushes tasks to the least overloaded ones. Once the tasks 
are scheduled to a worker, they cannot be migrated. CloudKon [24] is another 
scheduling system specific to the cloud environment. CloudKon has the same 
architecture as MATRIX, except that it leverages the Amazon SQS [37] to achieve 
distributed load balancing and DynamoDB [38] for task metadata management. 

We compare MATRIX with Sparrow and CloudKon in the Amazon cloud up to 64 
“m1.medium” instances. The instance has 1 virtual CPU, 2 compute units, 3.7GB 
memory, and 410GB hard disk. Since each instance has 2 compute units, we set the 
number of executing threads of the executor to 2 for all of the systems. At present, we 
compare the raw speed of executing tasks of the three scheduling systems, which is 
measured as the throughput of executing the “sleep 0” NOOP tasks. We conduct 
weak-scaling experiments, and in our workloads, each instance runs 16K “sleep 0” 
tasks on average. The results are shown in Figure 13. Sparrow handles the scheduler 
failures in the same way as MATRIX. Note that Sparrow does not persist scheduling 
state to disk, therefore, it does not handle worker failures. On the other hand, both 
CloudKon and MATRIX have persistent storage of all the metadata, as both SQS and 
ZHT implemented persistent storage. In our experiments, we turn off the persistent 
storage of both CloudKon and MATRIX to ensure a fair comparison with Sparrow. 

From Figure 13, we see that all of the three scheduling systems can achieve 
increased throughput trend with respect to the system scale. However, MATRIX is 
able to achieve much higher throughput than CloudKon and Sparrow at all scales. At 
64 instances, MATRIX shows throughput speedup of more than 5X (67K vs 13K) 
comparing with CloudKon, and speedup of more than 9X comparing with Sparrow 
(67K vs 7.3K). Comparing with MATRIX, CloudKon has a similar scheduling 
architecture (fully distributed). However, the workers of CloudKon need to pull every 
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task from SQS leading to significant overheads for NOOP tasks, while MATRIX 
migrates tasks in batches through the work stealing technique that introduces much 
less communication overheads. Besides, CloudKon is implemented in Java that 
introduces JVM overhead, while MATRIX is implemented in C++, which contributes 
a portion to the 5X speedup. To eliminate the effects of different programming 
languages, we compare CloudKon and Sparrow, both were implemented in Java, but 
they have different scheduling architectures and load balancing techniques. CloudKon 
outperforms Sparrow by 1.78X (13K vs 7.3K) at 64-instances scale, because the 
schedulers of Sparrow need to send probing messages to push tasks and once tasks are 
submitted, they cannot be migrated, leading to poor load balancing, while CloudKon 
relies on SQS to achieve distributed load balancing. 

 
Figure 13: Comparing MATRIX with Sparrow and CloudKon 

The conclusions are that MATRIX can execute loosely coupled light weight tasks 
much faster than the other two scheduling systems that target fine-grained workloads 
in the Cloud environment. MATRIX, along with the DAWS scheduling technique, has 
the potential to benefit the scheduling of the large-scale data processing workloads 
(e.g. Hadoop workloads), which we will investigate in the future. 

4.4.! Analysis of the DAWS Technique 
We have shown that the DAWS technique is not only scalable, but is able to achieve 
high quality performance within 15% of the sub-optimal solution on average for 
different benchmarking workload DAGs. We justify that the technique is applicable to 
a general class of MTC data-intensive workloads. This is due to the adaptive property 
of the DAWS technique. The adaptive property refers to the ability of adjusting the 
parameters for the best performance during the runtime according to system states. 
We have enunciated how the adaptive work stealing works, how to choose the best 
scheduling policies, individually. These should be considered together, along with the 
other parameters, such as the ratio threshold (t), and the upper bound of the execution 
time of the LReadyQ (tt) in the FLDS policy. The DAWS technique could always start 
with the FLDS policy. Based on the data volumes transferred during runtime, it is able 
to switch to other policies. If too much data is transferred, the technique would switch 
to the MDL policy; on the other hand, the technique would switch to the MLB policy 
if few data is transmitted. In addition, we can set the initial tt value in the FLDS 
policy, double the value when moving ready tasks from the LReadyQ to the SReadyQ, 
and reduce the value by half when work stealing fails. In order to cooperate with the 
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FLDS policy, after the polling interval of work stealing hits the upper bound (no work 
stealing anymore), we set the polling interval back to the initial small value only if the 
threshold tt becomes small enough. This would allow to do work stealing again. 

However, things can become way more complicated when running large-scale 
data-intensive applications that have very complex DAGs. There is still possibility 
that even with the adaptive properties, the DAWS technique may not perform well. 
The difficulties attribute to the constraint local views of each scheduler for the system 
states. In the future, we will explore some monitoring mechanisms to further improve 
the DAWS technique. 

5.!RELATED WORK 

This section presents the work that is related to ours by identifying the similarities and 
differences comparing with our work, including the related work of load balancing, 
work stealing, and data-aware scheduling. 

Load balancing is an important design goal of most large-scale parallel 
programming and runtime systems for the purpose of optimizing resource utilization, 
data movement, power consumption, or any combination of these. There are two 
broad categories of load balancing strategies based on applications – dynamic load 
balancing for those applications that create and schedule new tasks during runtime, 
and static load balancing for iterative applications that have persistent load patterns 
[49]. Besides, load balancing could be achieved in a centralized, or distributed way. 
Centralized load balancing has been studied extensively, such as JSQ [50], least-
work-left [51], and SITA [52]. However, they all suffered from poor scalability and 
resilience. Distributed Load balancing employs multiple schedulers to spread out 
computational and communication loads evenly across processors of a shared-
memory parallel machine, or across nodes of a distributed system (e.g. clusters, 
supercomputers, grids, and clouds), so that no single processor or node is overloaded. 
Clients are able to submit workload to any scheduler, and each scheduler has the 
choice of executing the tasks locally, or forwarding the tasks to another scheduler 
based on some function it is optimizing. Although distributed load balancing is likely 
a more scalable and resilient solution towards extreme scales, there are many 
challenges that must be addressed (e.g. utilization, partitioning). Fully distributed 
strategies have been proposed, including neighborhood averaging scheme (ACWN) 
[53, 56, 57]. In [57], several distributed load balancing strategies are studied, such as 
Sender/Receiver Initiated Diffusion (SID/RID), Gradient Model (GM) and a 
Hierarchical Balancing Method (HBM). Other hierarchical strategies are explored in 
[56] and [58]. 

Work stealing is an efficient distributed load balancing technique that has been 
used at small scales successfully in parallel languages such as Cilk [59], X10 [77], 
Intel TBB [78] and OpenMP, to balance workloads across threads on shared memory 
parallel machines [71, 72]. Theoretical work has proved that a work stealing scheduler 
can achieve execution space, time, and communication bounds all within a constant 
factor of optimal [72]. But the scalability of work stealing has not been well explored 
on modern large-scale systems. In particular, concerns exist that the randomized work 
stealing can lead to long idle times and poor scalability on large-scale clusters [71]. 
The work done by Diana et. al in [71] scaled work stealing to 8K processors using the 
PGAS programming model and the RDMA technique. A hierarchical technique that 
improved Diana’s work described work stealing as retentive work stealing. This 
technique scaled work stealing to over 150K cores by utilizing the persistence 
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principle iteratively to achieve the load balancing of task-based applications [73]. 
However, these techniques considered only load balancing, not data-locality. On the 
contrary, our work optimized both work stealing and data-locality. SLAW [40] is a 
scalable task scheduler that applied the adaptive locality-aware work stealing 
technique and supported both work-first and help-first policies [41] at runtime on a 
per-task basis. The other work about data-aware work stealing technique improved 
data locality across different phases of fork/join programs [74]. This work relied on 
constructing a sample pre-schedule of work stealing tree, and the workload execution 
followed the pre-schedule. This involved overheads of creating the sample and was 
not suitable for irregular applications. Furthermore, both this work and SLAW 
focused on the single shared-memory environment. Another work [42] of data-aware 
work stealing is similar to ours in using both the dedicated and shared queues. 
However, before scheduling the tasks, it relied on the X10 programming model [43] 
to statically expose and to categorize the data-locality information. This is not 
adaptive to various data-intensive workloads.  

Charm++ [49] supports centralized, hierarchical and distributed load balancing. It 
has demonstrated that centralized strategies work at scales of thousands of processors 
for NAMD. In [49], the authors present an automatic dynamic hierarchical load 
balancing method for Charm++, which scales up to 16K-cores on a Sun Constellation 
supercomputer for a synthetic benchmark. This paper [75] describes a fully distributed 
algorithm for load balancing that uses partial information about the global state of the 
system to perform load balancing. This algorithm, referred to as GrapevineLB, first 
conducts global information propagation using a lightweight algorithm inspired by 
epidemic [76] algorithms, and then transfers work units using a randomized algorithm. 
It has scaled the GrapevineLB algorithm up to 131,072 cores of Blue Gene/Q 
supercomputer in the Charm++ framework. However, this algorithm doesn’t work 
well for irregular applications that require dynamic load balancing techniques; it 
neither considered data-aware scheduling. 

Falkon [32] is a centralized task scheduling system that implemented a data 
diffusion approach [34,35] in the scheduling of MTC data-intensive workloads. Data 
diffusion applied a centralized index server to store the metadata, as opposed to our 
distributed KVS, leading to poor scalability at large scales. 

Sparrow [23] implemented distributed load balancing to achieve weighted fair 
sharing of the resources, and supported the data-aware scheduling to co-locate each 
task with its input data, for fine-grained sub-second tasks. However, the global 
knowledge of all the resources of each scheduler may lead to resource contentions 
when the task count is large. Furthermore, Sparrow implemented a pushing 
mechanism by early binding the tasks to workers, which may suffer long tail problem 
under heterogeneous workloads. 

Dryad [39] is a distributed task execution engine for coarse grained data-parallel 
applications. Similar to our work, Dryad supported running applications structured as 
workflow DAGs. However, Dryad managed metadata in a centralized way that 
greedily mapped tasks to where the data resides, which is not scalable. 

CloudKon [24] has the similar scheduling architecture as MATRIX. CloudKon 
focused on the Cloud environment by relying on the Cloud services to do distributed 
load balancing (applying SQS [37]) and to manage the task metadata (leveraging 
DynamoDB [38]). Although the Cloud services have the ability to facilitate the easier 
development, the side effects are the potential loss of the performance and control. 
Furthermore, CloudKon doesn’t support data-aware scheduling at present. 
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6.!CONCLUSIONS AND FUTURE WORK 

This work aimed at exploring the scalability and performance quality of the 
previously proposed data-aware work stealing technique that optimized both of the 
load balancing and data-locality for MTC data-intensive applications. We devised an 
analytical sub-optimal performance upper bound of the technique, implemented and 
evaluated the technique in MATRIX, and compared MATRIX with other scheduling 
systems. We also explored the scalability through the theoretical solution at extreme 
scales. Results show that the technique is not only scalable, but is able to perform 
within 15% of the sub-optimal solution.  

In the future, we will deploy MATRIX on the IBM BG/Q Mira supercomputer at 
ANL and strive to scale MATRIX to the full scale of the Mira machine that has 768K 
cores. We aim to improve MATRIX by applying the ZHT communication layer, 
which currently supports an inclusive communication protocols, namely, TCP, UDP, 
UDT, and MPI. Another direction is to integrate the Swift [44] workflow engine with 
MATRIX to enable MATRIX to run large-scale scientific applications. Instead of 
having Swift to manage and scheduling the scientific applications, Swift will 
decompose applications to workflow DAGs, which are then submitted to MATRIX 
for scheduling. Another future work will be extending MATRIX to support the 
scheduling of the Hadoop data-processing workloads [45, 60, 63, 69]. We will utilize 
distributed file systems, likely the FusionFS [28, 79, 80], to help MATRIX manage 
data in a transparent, scalable, and reliable way. MATRIX + FusionFS will be the 
combination of the next generation distributed MapReduce framework, as opposed to 
the Hadoop + HDFS combination of the current centralized MapReduce 
implementation. 
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