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Overview 
With the advances in e-Sciences and the growing complexity of scientific analyses, more and more scientists and 
researchers are relying on workflow systems for process coordination, derivation automation, provenance tracking, 
and bookkeeping.  Workflows are not a new concept and have been around for decades [1][3][6][7][2]. In the 
scientific community, several systems for scientific programming and computation have emerged [4][5][12][14].  

We present Swift [14], a system that bridges scientific workflows with parallel computing. It is a parallel 
programming tool for rapid and reliable specification, execution, and management of large-scale science workflows. 
Swift takes a structured approach to workflow specification, scheduling and execution. It consists of a simple scripting 
language, SwiftScript, for concise specifications of complex parallel computations based on dataset typing and 
iterations, and dynamic dataset mappings for accessing large-scale datasets represented in diverse data formats. The 
runtime system relies on the CoG Karajan [9] workflow engine for efficient scheduling and load balancing, and it 
integrates the Falkon [10] light-weight task execution service for optimized task throughput and resource efficiency 
when executing many independent jobs on large compute clusters. It combines three techniques to achieve this goal: 
(1) multi-level scheduling techniques to enable separate treatments of resource provisioning and the dispatch of user 
tasks to those resources [10][15]; (2) a streamlined task dispatcher able to achieve order-of-magnitude higher task 
dispatch rates than conventional schedulers [10]; and (3) performs data caching and uses a data-aware scheduler to 
leverage the co-located computational and storage resources to minimize the use of shared storage [11][13][16].  

We believe the synergy found between Swift and Falkon can address issues such as scalability, reliability, scheduling 
and monitoring, data management, collaboration, workflow provenance, and workflow evolution.  The science 
community is demanding both specialized, domain-specific languages to improve productivity and efficiency in 
writing concurrent programs and coordination tools, and generic platforms and infrastructures for the execution and 
management of large-scale scientific applications, where scalability and performance are critical.  

Both Swift [17] and Falkon [18] have been Globus Incubator [19] projects since 2007.  They have both been used in a 
variety of environments from clusters (i.e. TeraPort [22]), to multi-site Grids (i.e. Open Science Grid [24], TeraGrid 
[21]), to specialized large machines (SiCortex [22]), and supercomputers (i.e. IBM BlueGene/P [23]).  Large-scale 
applications from many domains (i.e. astronomy [10][26], medicine [8][10][28], chemistry [25], molecular dynamics 
[29], and economic modeling [27][30]) have been run at scales of tens of thousands of jobs on thousands of processors, 
with an order of magnitude larger scale on the horizon. Both projects are being actively developed primarily at 
University of Chicago, in the CS Department and Computational Institute with funding from NSF, DOE, and NASA. 
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