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Introduction File System Data and Header Information

Training an SVM Classification Model

° ' l I l i I I 1 . i ! ' ' ' edicted: » edicted: map&depth chart
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images transferred from CDIAC (see Table IV)
* RGB mode images given class assignment: identified by number, 0-4.
* Images, resized, converted to grayscale arrays

from image files in large data repositories.
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Image Metadata Extraction Pipeline L . . - .
- — e * Image arrays with class numbers randomized, split into separate arrays of image arrays
"i “. ' ‘ \1 R and labels, and split into training and validation arrays.
File System Data - | - : * Training and validation image arrays dimensions reduced with PCA, used to train SVM
S — = SR— model using Scikit-Learn’s c-support classification model (SVC) function.
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Lolor ClLsEr AESTEmEL * RGB and RGBA mode images resized, divided into 4 by 4 grids
SVM Image Recognition * Mean floating point RGB values calculated grid sections, appended to feature vectors
* PCA-reduced feature vectors clustered using Scikit-Learn's K-Means clustering function.

* Image feature extraction module designed to crawl repository,

locating all files with image extensions Evaluating K-Means Clusters with Silhouette Analysis
* Metadata collected for each image file from file system data,
image headers, text and content recognized using optical
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Silhouette analysis for KMeans clustering on sample data with n_clusters = 4
The silhguette plot for the various clustaéblgz visualization of the clustered data.

character recognition (OCR) and a supervised learning model, s e
and color and feature-based cluster assignments 2— 0.06 @ - Number of KMeans Clusters, K  Mean Silhouette Score e ,
* Result: metadata strings and search tags useful for organizing ¢l 0oa - > 0.62056 0N " mean_pixel_value’: 141.816. .,
and querying images in scientific repositories by content and g I 3 0.65953 o s S e e
topic. I o / s 4 0.6/2%3 td_dev. pixel value’ ;
: Sonof TR 5. 0.60345 s 1
. . : 039570 L e
§|-0.04} o — 9 0.59441 L e | | |
* US Department of P | : oosl X ¢ _ 10 mt%%m” £ T e e o e
Energy's Carbon &é ‘(\/ DJ /\(\/ 4 | ol 33 10°E 16 SO0E 26 3FE
Dioxide Information @ 4 A\ O et et e S 02002 Sample JSON string containing metadata extracted from BS Underway Map.jpg. Includes
and Analysis . PIL header information, color statistics, file system data, text extracted from image,
Center's climate dat- *Silhouette analysis used to select optimal number of clusters for mean color-based cluster search key words extracted from title, tags from SVM classification, and color-based
data repository used (none) assignments. cluster assignments.
to develop and test ;:3; * Measures average distances between neighboring clusters, scores ranging from -1 to 1, with 1
metadata extraction t”“ indicating clusters farther away from adjacent clusters
module. - *Optimal k value of 4 selected based on the high mean silhouette score

cdf
e Script used to crawl S [1] P. Beckman, T. J. Skluzacek, K., Chard, I. Foster. Skluma: A Statistical Learning Pipeline for Taming

git-
repository and |mage Text Recognition Unkempt Data Repositories. Computation Institute, University of Chicago and Argonne National

Al
flx

download image :§ oo Laboratory, Chicago, IL. 2017.
files including PNGs, E nit- 2] S. Hoffstaetter, et al. "pytesseract 0.1.7." Python Software Foundation. 1990-2017.
JPEGs, and GIFs r;ﬁj Text extracted from images using Python-tesseract's _1ttps://pypi.python.org/pyloi/IOV’feSSElfaCt
(among CDIAC’s 35 Lg’é image to text function, an optical character 3] '.'Carbon Dioxide Information an.d Analysis Center." U.S. Department of Energy. Oak Ridge
most common file ntm- recognition tool and wrapper for Google's Tesseract- National Laboratory. 2017. ftp://cdiac.ornl.gov
types) located and bj,‘,ij OCR engine. Images are converted to grayscale with
transfer protocol o is returned as unicode strings which are parsed into
and run through o | | | | metadata strings useful for searching images by text This work is supported in part by the National Science Foundation grant NSF- 1461260
vipeline. 0 25000 Nuu&o;erof?ﬁg!o 100000 content. E.g. maps, longitude, latitude values in (BigDataX REU).

maps.




