Finding a Needle in a Field of Haystacks

Lightweight Metadata Search for Large-Scale Distributed Research Repositories
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() ABSTRACT DESIGN/SETUP

- Fast, scalable, and distributed search services are increasingly /
available to organizations with large volumes of data to index, \
but often require that data be located centrally

« Globus, a distributed network for fast file transfers, lacks an

« The majority of terms indexed
from filename and pathname

efficient means for search w w m w — —
« Our solution: a two-level tree of lightweight metadata indexes - metadata appear only on a sub-
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- Central index is result of merging level index (SLI) - Indexes kept on each endpoint | : + Only 2.1% of terms exist on all
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o 26 PB transferred documents on endpoints (grows too fast) to which queries must be distributed - Most search terms are likely to correspond underscoring infeasibility of single central index. precision)
+ 36 billion files processed - Heavy central storage burden only to a small subset of endpoints
+ 1PB— largest single
transfer to date CONCLUSIONS
+ 10,000 active endpoints Indexing with Xapian NERSC FS Data Prep
+ 56,000 registered users « Xapian is an open-source indexing engine for full-text « File system dump from February 2017
- 10,000 active users/year search with strong Python support « Craweld FS and extracted metadata
g « We added new tokenization capabilities to allow it to « Divided metadata by “project,’ then «+ Our second-level index (SLI) finds a workable compromise
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« searches “endpoints” from being too similar Sample metadata merged index
« By using two levels and referencing endpoint-level indexes, the

central index can avoid storing all terms, instead only extremely
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« Because full indexes are retained on endpoints, search is still
Unique endpoints per Globus user SLI Performance —— SLI Scalability accurate once redirected to those endpoints

Globus file transfer network [1]. Nodes represent
endpoints, scaled by data size, edges represent transfers
(length is inversely proportional to transfer volume).
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Why metadata? » } « Recall stays ~1 because queries at SLI level are stemmed the
+ Globus connects research repositories, . SEEED [ERCEDY GENETD STORAGE GROWTH same as terms. Precision is higher than Traditional Method 2.
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