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Abstract

* Swift/T’s current provenance system requires improvement.

* The new provenance model, the Multiple Parallel Database
Model (MPDM), parallelizes the real-time storage of data in a
user-accessible database system.
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* Flexibility: Since the method of use of the database
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Figure 3: Schema of ApplicationExecution and ScriptRun

A New Approach

* MPDM collects provenance data during runtime.
* Many processes writing to a single database at the same time
can be slow, corrupt data, or kill the processes [Figure 1].
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Figure 1: A visualization of the previous database model
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* MPDM Solves this by assigning each worker node a separate, -
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