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Extracting knowledge from increasingly large data sets produced, both experimentally and 
computationally, continues to be a significant challenge for scientific discovery. Experimental fields, such 
as high-energy physics report that experimental data sets are expected to grow by six orders of 
magnitude or so in coming years. For computational fields, such as fusion science, in which energy codes 
run on a million cores (available today), data will be output in bursts of an astounding 2 petabytes/sec 
with checkpoints every 10 minutes, producing an average of 3.5 terabytes/sec over the entire run of an 
experiment. At exascales, these burst and average I/O rates would be three orders of magnitude higher.   

The requirements to support knowledge discovery at extreme scales, combined with the flop-to-I/O 
imbalances on today’s petascale machines, is increasingly driving the need for more heterogeneous in 
situ computing. With in situ computing, a subset of the nodes (or perhaps all the nodes) on the HPC 
platform are organized differently to act as I/O servers and embedded data analysis engines. To support 
in situ computing at extreme scales, two trends are becoming extremely important:  

1) It is critical that storage systems be close to compute nodes to manage large-scale I/O volume 
and data movement, as well as to optimize I/O performance automatically 

2) It is equally important that storage systems be integrated with some capability to capture 
provenance data so as to provide a valuable means of performing post-hock analysis and 
perform verification, validation, and retracing after the fact has occurred  

Unfortunately in today’s petascale platform’s not only is storage disconnected from compute, storage 
systems are not well equipped to capture or store provenance for later analysis. This disconnect has 
been considered a serious impediment in moving from the petascale to the exascale and to support 
efficient analysis. This work addresses heterogeneous in-situ computing achieved by a tighter integration 
of storage systems with provenance data systems, with the goal of delivering a large-scale distributed file 
system that supports provenance capture transparently. Collocation of the storage systems with compute 
nodes is bound to improve the I/O efficiency at extreme scales. However, recording the innumerable 
states and artifacts within a provenance system adds to significant I/O and storage burden. There is a 
need to make provenance a first class citizen by making storage systems natively compliant with 
provenance.  

To achieve this vision, this work will extend the co-PI’s NSF funded project FusionFS [31] by adding 
distributed provenance data management system [28, 32]. FusionFS is a new distributed file system that 
will co-exist with current parallel file systems in High-End Computing, optimized for both a subset of HPC 
and Many-Task Computing workloads. FusionFS is a user-level file system that runs on the compute 
resource infrastructure, and enables every compute node to actively participate in the metadata and data 
management. Distributed metadata management is implemented using ZHT [6], a zero-hop distributed 
hash table. ZHT has been tuned for the specific requirements of high-end computing (e.g. 
trustworthy/reliable hardware, fast networks, non-existent "churn", low latencies, and scientific computing 
data-access patterns). The data is partitioned and spread out over many nodes based on the data access 
patterns. Replication is used to ensure data availability as well as erasure coding algorithms, and 
cooperative caching delivers high aggregate throughput. Data is indexed, by including descriptive, 
provenance, and system metadata on each file. Data can be compressed to deliver higher storage 
efficiencies and in certain cases improved performance [5]. FusionFS supports a variety of data-access 
semantics, from POSIX-like interfaces for generality, to relaxed semantics for increased scalability.  
This work will also leverage existing prior work on the SPADE provenance system, but with a focus on 
scalability, performance, and overheads minimization. A preliminary analysis has shown that the 
manifestation of distributed concepts in FusionFS and SPADE are similar and if leveraged appropriately, 
can provide the necessary provenance support in storage systems. In particular, FusionFS is a user-level 
file system with a POSIX-like interface that runs on the compute source infrastructure and enables every 
compute node to actively participate in the metadata data management. SPADE is a decentralized data 
provenance management system that has modular components for gathering, integrating, filtering, 
storing, and querying data provenance within the user-level file system. However, SPADE currently 
cannot scale to millions of nodes, and its implementation does not lend itself well to high-end computing 
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systems. This work will build upon prior work with the SPADE [36] provenance system, the FusionFS [31] 
distributed file system, and the FusionProv [28, 32] provenance enabled distributed file system, and 
extend the work towards the design and implementation of a distributed provenance-aware storage 
systems that could scale to today’s largest systems, as well as tomorrow’s extreme scale systems to 
millions of nodes and billions of cores. 
Leveraging years of work in distributed file systems [5 - 35] and provenance capture and query, projects 
surrounding this work would entail making improvements to a variety of critical components such as 
metadata management, I/O access pattern coalescing, distributed graph databases to help scale the 
distributed provenance queries, as well as exploring novel interfaces into distributed storage systems. 
These projects are suitable for undergraduate students as they generally target specific modules 
in a distributed file system, often times limited to only several thousand lines of code. Once 
modifications are made to the file system layers, benchmarking evaluations are relatively straight 
forward for a non-expert to complete, and to compare against competing techniques.   
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